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Prerequisite Coding Theory Knowledge

Let p be prime and m ∈ N+. Fpm denotes the finite field of size pm.

By its construction, Fpm ⊇ Fp.

A (n, k) code over Fpm is a subspace of Fn
pm of dimension k .

n is the length of the code.
k is the dimension of the code.

If C is a (n, k) code over Fpm , then C admits a basis in Fn
pm .

Definition

If C is a (n, k) code over Fpm and B is a basis for C , then a generator
matrix for C is G ∈Mn×k(Fpm) whose columns are the vectors in B.

Multiplying G by m ∈ Fk
pm will produce a vector in the code C .
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Error Correction

Error to a codeword = entry replaced by a different value in Fpm

Definition

The Hamming distance is a metric d on Fn
pm s.t. ∀x , y ∈ Fn

pm ,
d(x , y) := |{i : xi 6= yi}|.

To correct an error-ridden codeword, search through the code to find
the closest codeword to that vector

If there isn’t a unique closest codeword, the code can’t correct the
errors
If the closest codeword is unique, the code corrects the error-ridden
vector to that codeword

Definition

A code C can correct t errors if for any vector in Fn
pm of distance at most

t to some codeword of C , there is a unique codeword of distance at most
t to that vector.
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The McEliece PKC

Private Key
G, a n × k generator matrix for a code C
S ∈ GLk(Fpm)
P, a n × n permutation matrix
DG , an efficient decryption algorithm for the code C

Public Key
M := PGS, a n × k generator for a permutation of code C .
t, the number errors C can correct

Encryption
For m ∈ Fk

pm , m 7→Mm + z s.t. d(z , 0) = t

Decryption
Multiply Mm + z by P−1 to get c ′ := GSm + P−1z
Apply DG to c ′ to recover GSm
Multiply GSm by S−1GLI to recover m

Attacking
Replace DG with some generic, efficient decoding algorithm
Find the parameters defining DG from the public key
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But What is a Goppa Code?

Codes coming from algebraic geometry

They have a messy definition of their own, but we can instead
characterize them by their relationships to GRS codes

GRS codes are parametrized by a pair of Fn
pm vectors (α, β)

We’ll get into that shortly...

Definition

Let α, β ∈ Fn
pm . The Goppa code defined by (α, β) is

Γ(α, β) = GRSn,k(α, β) ∩ Fn
p.

This is a code in Fn
p, not Fn

pm

Lemma

Let Γ(α, β) = GRSn,k(α, β)∩Fn
p. dimFp(Γ(α, β)) ≤ dimFpm

(GRSn,k(α, β)).
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GRS Codes

Parameters

α ∈ Fn
pm s.t. αi 6= αj ∀i 6= j

β ∈ Fn
pm s.t. βi 6= 0 ∀i

Definition

The (n, k) GRS code defined by (α, β) is
GRSn,k(α, β) := {(β1f (α1), . . . , βnf (αn)) : f ∈ Pk−1(Fpm)}.

Several different parameters may define the same GRS code.

Proposition

Let α, β ∈ Fn
pm s.t. αi 6= αj ∀i 6= j and βi 6= 0 ∀i . Let µ, ν, η ∈ Fpm s.t.

µ, η 6= 0. Define α′, β′ ∈ Fn
pm by α′i = µαi + ν and β′i = ηβi ∀i = 1, . . . , n.

In this case, GRSn,k(α, β) = GRSn,k(α′, β′).
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Setting up the Sidelnikov-Shestakov Attack

Private Key
G, a n × k generator matrix for a code C
S ∈ GLk(Fpm)
P, a n × n permutation matrix
DG , an efficient decryption algorithm for the code C

Public Key
M := PGS, a n × k generator for a permutation of code C .
t, the number errors C can correct

Private Key
G, the n × k generator matrix for GRSn,k(α, β)
S ∈ GLk(Fpm)
P, a n × n permutation matrix
(α, β), as the decryption algorithm requires only the code parameters

Public Key
M := GS, a n × k generator for GRSn,k(α, β)
t, the number errors GRSn,k(α, β) can correct

The goal of the attack is to recover the code parameters (α, β) given
a scrambled generator matrix

These can be equivalent parameters that define the same GRS code

Lemma
WLOG, α1 = 0, α2 = 1, and β1 = 1.
Proof :
∃µ, ν, η ∈ Fpm s.t. µ, η 6= 0 and for α′ := µα + ~ν, β′ := ηβ, we have
α′1 = 0, α′2 = 1, β′1 = 1.
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Setting up the Sidelnikov-Shestakov Attack

Mᵀ ∼ [Ik |A] =


R1

R2
...
Rk

 s.t Ri = (β1pRi
(α1), . . . , βnpRi

(αn))

(Ri )j =

{
1, i = j

0, i 6= j
∀i = 1, . . . , k , =⇒ pRi

(αj) = 0 ∀j 6= i

But this means (x − αj) | pRi
(x) ∀j ∈ {1, . . . , k}\{i}

Hence,
∏

j∈{1,...,k}\{i}(x − αj) | pRi
(x)

But since deg(pRi
) ≤ k − 1, we know pRi

up to scalar multiple

pRi
(x) = ci ·

∏
j∈{1,...,k}\{i}

(x − αj) s.t. ci ∈ F×pm
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Recovering α

Divide the non-zero entries of different rows of the RREF of Mᵀ

∀j ≥ k + 1,
(R1)j
(R2)j

=
βjpR1

(αj )

βjpR2
(αj )

=
c1

∏
r∈{1,...,k}\{1}(αj−αr )

c2
∏

r∈{1,...,k}\{2}(αj−αr ) =
c1(αj−α2)
c2(αj−α1)

Assuming α1 = 0, α2 = 1,
(R1)j
(R2)j

=
c1(αj−1)
c2(αj )

Guess c1
c2

and we are left with a system of n − k equations and
unknowns

Rearranging, c2
c1

(R1)j
(R2)j

= 1− 1
αj

has a unique solution for αj

We recover αk+1, . . . , αn in this way
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Recovery of the Remaining Parameters

We recover the remaining parameters in a similar manner

Recovering α3, . . . , αk

∀i ∈ {3, . . . , k}, pick j1, j2 ∈ {k + 1, . . . , n}, find
(R1)j1
(Ri )j1

and
(R1)j2
(Ri )j2

Invert
(R1)j1 (Ri )j2
(R1)j2 (Ri )j1

αj1

αj2
=

αj1
−αi

αj2
−αi

for αi

Recovering β2, . . . , βk
Divide diagonal entries of the RREF to get

βj =
c1

cj

∏
r∈{2,...,k}(−αr )∏

r∈{1,...,k}\{2}(αj − αr )

Recovering βk+1, . . . , βn
Pick j ∈ {k + 1, . . . , n} and divide (R1)1 by (R1)j to get

βj = (R1)j
∏

r∈{2,...,k}

−αr

αj − αr

�
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Complexity of the Sidelnikov-Shestakov Attack

Complexity broken down

Row-reducing Mᵀ is done in O(nk2) operations

α is recovered in O(npm) operations (with guessing c1
c2

)

β is recovered in O(nk) operations

Lemma [S]
c1
c2

can be computed from M in O(1) operations. Furthermore, this means
α can be recovered in O(n) operations.
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Application of Sidelnikov-Shestakov to Goppa Codes

The (n, kΓ ≤ k) Goppa code Γ(α, β) is a subcode of GRSn,k(α, β)
Γ(α, β) = GRSn,k(α, β) ∩ Fn

p

GRSn,k(α, β) = {(β1f (α1), . . . , βnf (αn)) : f ∈ Pk−1(Fpm)}

Public matrix: M = GΓS s.t. GΓ is a generator matrix for Γ(α, β)

Mᵀ ∼
[
IkΓ
|A
]

=

R1
...

RkΓ

 s.t. Ri = (β1qRi
(α1), . . . , βnqRi

(αn))

(Ri )j =

{
1, i = j

0, i 6= j
∀i , j ∈ {1, . . . , kΓ}, which means∏

r∈{1,...,kΓ}\{i}

(x − αr ) | qRi
(αi )
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Application of Sidelnikov-Shestakov to Goppa Codes

Hence, ∃ρi ∈ Pk−kΓ
(Fpm) and qRi

(x) = ρi (x)
∏

r∈{1,...,kΓ}\{i}(x − αr )

Solving this amounts to inverting a degree-(k − kΓ + 1) rational
function, which is impossible to do if the degree is greater than 1
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Vulnerability of Full-Rank Goppa Codes

Hard to attack Γ(α, β) if k − kΓ + 1 > 1. What if k = kΓ?

Lemma

Let D be a code in Fn
p. A basis for D is also a basis for spanFpm

(D).

This means that if Γ(α, β) is of maximal dimension, a basis for
Γ(α, β) is a basis for GRSn,k(α, β)

A generator matrix for Γ(α, β) will also be a generator matrix for
GRSn,k(α, β)

The S-S attack applies exactly the same to these codes
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Conclusion and Future Work

We presented the McEliece PKC as well as an efficient attack that
renders it insecure when GRS codes are used to form the
cryptographic primitive

We also outlined that for certain Goppa codes, the McEliece scheme
based on these codes will be insecure

Next steps: see if we can exploit the relationship between Goppa
codes and GRS codes to find other special cases that are vulnerable
to a S-S-like attack
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